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MULTI-CORE MICROPROCESSOR
INTERNAL BYPASS BUS

CROSS REFERENCE TO RELATED
APPLICATION(S)

This application claims priority based on U.S. Provisional
Application Ser. No. 61/426,470, filed Dec. 22, 2010,
entitled MULTI-CORE INTERNAL BYPASS BUS, which
is hereby incorporated by reference in its entirety.

This application is related to the following co-pending
U.S. Patent Applications which are concurrently filed here-
with, each of which is hereby incorporated by reference in
its entirety.

Ser. No. Filing Date Title

13/299,059  Nov. 17, 2011 POWER STATE SYNCHRONIZATION
IN A MULTI-CORE PROCESSOR
DECENTRALIZED POWER
MANAGEMENT DISTRIBUTED
AMONG MULTIPLE PROCESSOR
CORES

RETICLE SET MODIFICATION TO
PRODUCE MULTI-CORE DIES
DYNAMIC MULTI-CORE
MICROPROCESSOR
CONFIGURATION DISCOVERY
DISTRIBUTED MANAGEMENT OF A
SHARED POWER SOURCE TO A
MULTI-CORE MICROPROCESSOR
DYNAMIC AND SELECTIVE CORE
DISABLEMENT AND
RECONFIGURATION IN A MULTI-
CORE PROCESSOR

13/299,122  Nov. 17, 2011

13/299,171  Nov. 17, 2011

13/299,207  Nov. 17, 2011

13/299,225  Nov. 17, 2011

13/299,239  Nov. 17, 2011

FIELD OF THE INVENTION

The present invention relates in general to the field of
multi-core microprocessors, and particularly to signal qual-
ity on a bus shared by the multiple cores.

BACKGROUND OF THE INVENTION

The present inventors have observed poor signal quality
to the point of system unreliability, on signals received by
one core of a multi-core microprocessor from a processor
bus shared with a chipset by all the cores of the multi-core
microprocessor when one of the other cores drives the
processor bus, as described in more detail below with
respect to FIGS. 1 and 2. Therefore, a solution to the
problem is needed.

BRIEF SUMMARY OF INVENTION

In one aspect, the present invention provides a micropro-
cessor with a multi-core die. The die provides two or more
cores whose output signals are coupled to physical pads of
the die. The die is mounted on a package that couples the
pads of the die (and potentially other dies) to physical pins
on the package. The physical pins of the package couple the
package to a processor bus, which processor bus is in turn
coupled to a chipset.

The die provides a bypass bus that enables complemen-
tary processing cores, or complementary twin core pairs, of
the multi-core die to bypass the processor bus in order to
communicate directly with each other. As used herein,
“complementary” refers to cores or twin core pairs of a die
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that are coupled by a bypass bus. The bypass bus comprises
wire nets disposed on the die and configured to convey a
plurality of output signals from each core or twin core pair
to corresponding inputs of its complementary core or twin
core pair. The bypass bus is not connected to, and is
separated by intermediate bus interface logic from, the
physical pads of the die or the physical pins of the multi-core
microprocessor. Therefore, the bypass bus does not carry
signals off the die or to or from the processor bus. Moreover,
the bypass bus lines are shielded by the intermediate bus
interface logic from noise carried on the corresponding
processor bus line. When the first core drives values on the
processor bus to the chipset, the bus interface of the second
core causes the second core to observe the values driven by
the first core directly from the bypass bus rather than from
the processor bus. When the second core drives values on the
processor bus to the chipset, the bus interface of the first core
causes the first core to observe the values driven by the
second core directly from the bypass bus rather than from
the processor bus.

In another aspect, the bypass bus provides bypass lines for
each of a plurality of corresponding processor bus lines. In
a related further aspect, for each bypassable processor bus
signal, a first unidirectional bypass bus line is provided
going from a first core or twin core pair to a second,
complementary core or twin core pair, and a second unidi-
rectional bypass line is provided going from the second core
or twin core pair to the first core or twin core pair.

In yet another aspect, each core includes bus interface
circuitry to facilitate bypass bus communications through
the bypass lines. For normal processor bus communications,
each core is coupled to each of its corresponding processor
bus lines to either drive an output signal to the processor bus
line or to receive an input signal from the processor bus. To
facilitate such bidirectional communications, the core’s bus
interface circuitry provides intermediate input and output
bus line interface logic to couple each of the core’s respec-
tive input and output signals to a corresponding one of the
die’s physical I/O landing pads.

In a related aspect, the intermediate output logic com-
prises a bus line interface transistor gated by the core’s
output signal line, or, in an embodiment in which twin cores
share a set of the die’s physical /O landing pads, by a
Boolean operation (such as OR) on the twin cores’ respec-
tive output signal lines (herein also referred to as a twin core
pair output signal line). The intermediate input logic com-
prises a bus line interface multiplexer that receives, among
its selectable inputs, a chipset-driven signal on the corre-
sponding processor bus line and a corresponding output
signal of the same core or same twin core pair.

In another related aspect, the bypass bus couples the
complementary cores or twin core pairs together with wires
or traces that are, on their respective ends, coupled between
a core’s or twin core pair’s relevant output or input signal
line and the intermediate bus line interface logic coupling
the relevant output or input signal line to a corresponding
physical 1/O landing pad. In a further aspect, each bypass
bus line is connected, on its input end, to the gate of the
corresponding bus line interface transistor, and on its output
end, to an additional input of the corresponding bus line
interface multiplexer. The transistor and multiplexer buffer
the input and output, respectively, of the bypass bus line
from the corresponding processor bus line.

In yet another aspect, a method of inter-core communi-
cation among cores of a multi-core die is provided. A bus
interface of a core or twin core pair receives signals from
both a processor bus connecting the multi-core die to a
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chipset and a corresponding bypass bus connecting the core
or twin core pair to a complementary, bypass-bus-connected
core or twin core pair of the multi-core die. The bypass bus
does not carry signals off the die, drive signals on the
processor bus to the chipset, or receive chipset-driven sig-
nals from the processor bus. The core, or one of the cores of
a twin core pair, detects whether the chipset or a comple-
mentary core or core of a complementary twin core pair is
driving the processor bus. If the complementary core or core
of' a complementary twin core pair is driving the processor
bus, then the bus interface selects signals from the bypass
bus instead of signals from the processor bus to drive
corresponding core inputs. When the first set of die cores
drives values on the processor bus to the chipset, the bus
interfaces cause the second set of die cores to observe the
values driven by the first set of die cores directly from the
bypass bus rather than from the processor bus. When the
second set of die cores drives values on the processor bus to
the chipset, the bus interfaces cause the first set of die cores
to observe the values driven by the second set of die cores
directly from the bypass bus rather than from the processor
bus.

In a still further aspect, each complementary core or twin
core pair on a multi-core semiconductor die comprises a
plurality of intermediate input logic multiplexers. Each
intermediate input logic multiplexer receives a control input
and a plurality of selectable inputs and provides an output.
A first selectable input is coupled to a corresponding one of
the plurality of physical pads of the core, which is coupled
to the processor bus. A second selectable input is coupled to
a corresponding output of the core, or, if the core has a twin,
a Boolean operation on the corresponding outputs of the
core and its twin. A third selectable input is coupled to a
corresponding bypass bus line that transfers an output signal
from the complementary core or twin core pair. The multi-
plexer conveys as its output a selected one of the plurality of
selectable inputs to the core. The control input is configured
to cause the multiplexer to select, for provision as its output,
the first input when the chipset is driving the processor, the
second input when the core or its twin, if any, is driving the
processor bus, and the third input when the complementary
core, or one of the cores of the complementary twin core
pair, is driving the processor bus. The multiplexer output is
coupled, and delivers its signal to, the respective input signal
line(s) of the (twin) core(s).

Furthermore, each core or twin core pair comprises a
plurality of intermediate output logic transistors. Each inter-
mediate output logic transistor has a gate, a source, and a
drain. The source is coupled to ground and the drain is
coupled to a corresponding one of the physical /O landing
pads of the core or twin core pair. The gate is coupled to and
driven by the core’s output signal line, or, in a twin-core
embodiment, by a Boolean operation (such as OR) on the
twin cores’ respective output signal lines. The gate is also
coupled to the second selectable input of the core’s (or twin
cores’) corresponding intermediate output logic multiplexer,
and, via a bypass bus line, to the third selectable input of the
complementary core or twin core pair.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram illustrating a system that
includes a conventional dual-core microprocessor package.

FIG. 2 is a block diagram illustrating bus interface cir-
cuitry of the conventional dual-core microprocessor of FIG.
1.

25

40

45

60

4

FIG. 3 is a block diagram illustrating a system that
includes a dual-core microprocessor package according to
the present invention.

FIG. 4 is a block diagram illustrating bus interface cir-
cuitry of the dual-core microprocessor of FIG. 3 according
to the present invention.

FIG. 5 is a block diagram illustrating a system that
includes a conventional dual-core microprocessor package.

FIG. 6 is a block diagram illustrating bus interface cir-
cuitry of the conventional dual-core microprocessor of FIG.
5.

FIG. 7 is a block diagram illustrating a system that
includes a quad-core microprocessor package according to
the present invention.

FIG. 8 is a block diagram illustrating bus interface cir-
cuitry of the quad-core microprocessor of FIG. 7 according
to the present invention.

DETAILED DESCRIPTION OF THE
INVENTION

To address the poor signal quality problems in multi-core
microprocessors such as those mentioned above, the present
inventors have provided internal a bypass bus between two
cores of a dual-core microprocessor die according to one
embodiment, and between four cores of a quad-core micro-
processor die according to another embodiment. However,
first a conventional system having a conventional dual-core
microprocessor will be described, so that embodiments of
the invention may be more clearly understood.

Referring now to FIG. 1, a block diagram illustrating a
system 100 that includes a conventional dual-core micro-
processor package 102 is shown. The system 100 includes
the dual-core microprocessor package 102 coupled to a
chipset 144 by a processor bus 142. The dual-core micro-
processor 102 includes two processing cores referred to
collectively as cores 106 and generically as core 106 and
individually as core 0 106A and core 1 106B. The chipset
144 includes well-known circuits such as a memory con-
troller for controlling a system memory, and bus bridges for
bridging the processor bus 142 to peripheral buses such as
ISA, PCIL, PCI-Express, and the like.

Each of the cores 106 includes blocks for executing
instructions of a stored program such as an instruction fetch
unit, an instruction decode unit, general-purpose and spe-
cific-purpose registers, address generation units, cache
memories, execution units, a retire unit, and a bus interface
unit for interfacing to the processor bus 142. The cores 106
may have various combinations of microarchitectural fea-
tures, such as in-order or out-of-order execution, scalar or
superscalar, CISC or RISC.

Each of the cores 106 resides on its own separate semi-
conductor die 104, as shown. The two dies 104 of the
dual-core microprocessor 102 are included in a single pack-
age 102, as shown. Each core 106 includes physical pads
108 that carry signals from internal circuits of the core 106
to and from the processor bus 142. The physical pads of core
0 106A are denoted pads 108 A, and the physical pads of core
1 106B are denoted pads 108B. The package 102 includes a
substrate upon which the dies 104 reside and which includes
interconnects between the pads 108 of the cores 106 and the
pins 112 of the package 102 that connect the package 102 to
other components of the system 100, such as to the chipset
144 via a motherboard. Although the pads 108 are shown
only along one side of the dies 104, they typically reside on
more than one side of the die 104; furthermore, although
each die 104 is shown with only three pads 108, typically
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each die 104 includes hundreds of pads 108. As shown,
corresponding pads 108A/108B of the two dies 104 are
connected to the same pin 112 since the package 102 has a
single set of pins 112 that connect them to the processor bus
142; that is, the two cores 106 are both coupled to and share
the single set of pins 112 that connect the package 102 to the
processor bus 142.

Referring now to FIG. 2, a block diagram illustrating bus
interface circuitry 200 of the conventional dual-core micro-
processor 102 of FIG. 1 is shown. The bus interface circuitry
200 includes a physical pad 108A coupled to a pin 112 of the
external processor bus 142. The physical pad 108A is simply
a physical location for attaching a bonding wire or the like
to the package 102 pin 112; that is, the physical pad 108 A
does not include any active electronic device. The physical
pad 108A is also coupled to a signal 208 A which is coupled
to the drain of a transistor 204A whose source is coupled to
ground. The transistor 204A is configured to receive on its
gate input an output signal 206A from core 0 106A. The
output signal 206A may be a data signal, an address signal,
or a control signal for providing a value to be driven onto a
corresponding signal of the processor bus 142 via signal
208A and physical pad 108A. Thus, although FIG. 2 only
shows the arrangement for a single signal of the processor
bus 142, the elements shown in FIG. 2 may exist for each
signal of the processor bus 142. The bus interface circuitry
200 also includes a 2-input mux 202A. The mux 202A
receives signal 208A on its input denoted input 0 and
receives signal 206A on its input denoted input 1. The output
of'the mux 202A is provided as an input signal 205A to core
0 106A. The input signal 205A may be a data signal, an
address signal, or a control signal corresponding to a signal
of'the processor bus 142. The input signal 205A may convey
a value from another processing entity of the system 100,
namely from core 1 106B or the chipset 144, via physical
pad 108A and signal 208A. Additionally, the input signal
205A may convey a value from core 0 106 A itself via signal
206A for functions such as snooping its own cache memo-
ries. A select signal 207A controls mux 202A to select its
inputs to provide on output 205A as indicated in Table 1
below.

TABLE 1

entity driving

processor bus  input selected

chipset 0 (signal 208 A from external processor bus 142)
core 0 1 (signal 206 A from core 0)
core 1 0 (signal 208 A from external processor bus 142)

The bus interface circuitry 200 also includes a physical
pad 108B coupled to a pin 112 of the external processor bus
142. The physical pad 108B is also coupled to a signal 208B
which is coupled to the drain of a transistor 204B whose
source is coupled to ground. The transistor 204B is config-
ured to receive on its gate input an output signal 206B from
core 1 106B. The output signal 206B may be a data signal,
an address signal, or a control signal for providing a value
to be driven onto a corresponding signal of the processor bus
142 via signal 208B and physical pad 108B. The bus
interface circuitry 200 also includes a 2-input mux 202B.
The mux 202B receives signal 208B on its input denoted
input 0 and receives signal 206B on its input denoted input
1. The output of the mux 202B is provided as an input signal
205B to core 1 106B. The input signal 205B may be a data
signal, an address signal, or a control signal corresponding
to a signal of the processor bus 142. The input signal 205B

10

15

20

25

30

35

40

45

50

55

60

65

6

may convey a value from another processing entity of the
system 100, namely from core 0 106A or the chipset 144, via
physical pad 108B and signal 208B. Additionally, the input
signal 205B may convey a value from core 1 106B itself via
signal 206B for functions such as snooping its own cache
memories. A select signal 207B controls mux 202B to select
its inputs to provide on output 205B as indicated in Table 2
below.

TABLE 2

entity driving

processor bus  input selected

chipset 0 (signal 208B from external processor bus 142)
core 0 0 (signal 208B from external processor bus 142)
core 1 1 (signal 206B from core 0)

Although not shown, a terminating resistor may be
coupled to each of the physical pads 108 A/108B. Fuses may
be coupled between the terminating resistors and their power
source. The fuses may be selectively blown or retained
during manufacture of the microprocessor in order to selec-
tively couple the terminating resistors to the physical pads
108A/108B.

The present inventors have observed poor signal quality
on signal 208A when core 1 106B drives the processor bus
142 and vice versa on signal 208B when core 0 106A drives
the processor bus 142 to the point of system unreliability.
Therefore, a solution to this problem is needed.

Referring now to FIG. 3, a block diagram illustrating a
system 300 that includes a dual-core microprocessor pack-
age 302 according to the present invention is shown. The
system 300 includes a chipset 144 and processor bus 142
similar to those of FIG. 1. The system 300 also includes the
dual-core microprocessor package 302 coupled to the chip-
set 144 by the processor bus 142. The dual-core micropro-
cessor 302 includes two processing cores referred to collec-
tively as cores 306 and generically as core 306 and
individually as core 0 306A and core 1 306B.

Each of the cores 306 is similar to the cores 106 of FIG.
1; however, the cores 306 of FIG. 3 are modified as follows.
Unlike the cores 106 of the dual-core microprocessor 102 of
FIG. 1, both of the cores 306 of the dual-core microproces-
sor 302 of FIG. 3 reside within a single semiconductor die
304 within the package 302, as shown. That is, the manu-
facturer of the dual-core microprocessor 302 of FIG. 3
manufactures a matrix of the dies 304 upon a semiconductor
wafer and dices, or cuts, the dies 304 into single physical
entities. That is, unlike the dual-core microprocessor 102 of
FIG. 1 that is two physical dies 104 mounted on a package
substrate and connected by signal traces on the substrate, the
dual-core microprocessor 302 of FIG. 3 is a single physical
die 304 having two cores 306 A and 306B. On the other hand,
like the dual-core microprocessor 102 of FIG. 1, each of the
two cores 306A/306B of the dual-core microprocessor 302
includes a pad 108A/108B for each corresponding pin 112 of
the processor bus 142, and the pad 108A/108B of each of the
two cores 306A/306B is connected via a substrate trace to
the corresponding pin 112, as shown in FIG. 3.

In one embodiment, the single-die 304 dual-core micro-
processor 302 of FIG. 3 is designed and manufactured as
described in the disclosure of the section of Ser. No. 61/426,
470, filed Dec. 22, 2010, entitled “Reticle Set Modification
to Produce Multi-Core Dies” (CNTR.2528), which is incor-
porated herein by reference. Briefly, according to the dis-
closure of CNTR.2528, the manufacturer designs a first
reticle set used to print a set of single-core dies (such as the
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single-core dies 104 of FIG. 1). The first reticle set defines
scribe lines to separate the single-core dies, and the scribe
lines collectively define a seal ring that surrounds each
single-core die. The manufacturer then modifies less than all
the reticles of the first reticle set to produce a second reticle
set that can be used to print a set of dual-core dies (such as
the dual-core die 304 of FIG. 3). The manufacturer removes
at least one scribe line of the first reticle set, and the modifies
applicable corresponding portions of the first reticle set to
define the bypass bus 309 (referred to as inter-core commu-
nication wires 212 in CNTR.2528). The manufacturer then
manufactures the wafer using the second reticle set and cuts
the dual-core dies 304 along the remaining scribe lines to
produce the dual-core dies 304.

The bypass bus 309 connects two physically adjacent
cores on the wafer that were previously designed to be
separated by a scribe line, but which scribe line was replaced
with the bypass bus 309 to enable the two connected cores
to communicate during operation. Because cores 0 and 1 are
connected by the bypass bus 309, they are described herein
as being “complementary” to each other. The bypass bus 309
is not connected to the physical pads 108; hence, it does not
carry signals off the dual-core die 304.

Referring now to FIG. 4, a block diagram illustrating bus
interface circuitry 400 of the dual-core microprocessor 302
of FIG. 3 according to the present invention is shown. The
bus interface circuitry 400 of the single die 304 is modified
relative to the bus interface circuitry 200 of FIG. 2 to
accommodate the bypass bus 309 and provide improved
signal quality with respect to the processor bus 142 signals.

The bus interface circuitry 400 of FIG. 4 is similar in
many respects to the bus interface circuitry 200 of FIG. 2,
and elements with like numbers are similar. However, the
following differences are described here.

In FIG. 4, the 2-input mux 202A of FIG. 2 is replaced with
a 3-input mux 402A. The third input of mux 402A is denoted
input 2 in FIG. 4 and is coupled to receive a bypass bus
signal 309 A that is coupled to signal 206B from core 1 306B.
The select input to mux 402A is denoted 407 A and operates
to cause mux 402A to select its inputs as indicated in Table
3 below.

TABLE 3

entity driving

processor bus  input selected

chipset 0 (signal 208 A from external processor bus 142)
core 0 1 (signal 206A from itself, i.e., native core 0)
core 1 2 (bypass bus signal 309A from complementary core 1)

Likewise, the 2-input mux 202B of FIG. 2 is replaced with
a 3-input mux 402B. The third input of mux 402B is denoted
input 2 in FIG. 4 and is coupled to receive a bypass bus
signal 309B that is coupled to signal 206A from core 0
306A. The select input to mux 402B is denoted 407B and
operates to cause mux 402B to select its inputs as indicated
in Table 4 below.

TABLE 4

entity driving

processor bus  input selected

chipset 0 (signal 208B from external processor bus 142)
core 0 2 (bypass bus signal 309B from complementary core 0)
core 1 1 (signal 206B from itself, i.e., native core 1)
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As may be observed from FIG. 4, advantageously, when
core 0 306A drives the processor bus 142, core 1 306B may
observe the values driven by core 0 306A directly from the
internal bypass bus 309B rather than from the external
processor bus 142 via signal 208B, which has much poorer
signal quality than the internal bypass bus signals 309B; and,
when core 1 306B drives the processor bus 142, core 0 306 A
may observe the values driven by core 1 306B directly from
the internal bypass bus 309A rather than from the external
processor bus 142 via signal 208A, which has much poorer
signal quality than the internal bypass bus signals 309A.

Another advantage of the embodiment of FIGS. 3 and 4
is that it achieves a dual-core microprocessor with improved
signal quality afforded by the internal bypass bus and yet
avoids having to add additional physical pads to create the
bypass bus between the two cores. This is a particular benefit
in a design that is already pad-limited.

In one embodiment, the data and address signals on the
processor bus 142 are double-clocked or quad-clocked sig-
nals relative to the control signals of the processor bus 142.
The present inventors have observed poor signal quality on
signal 208 A when core 1 106B drives the processor bus 142
and vice versa on signal 208B when core 0 106A drives the
processor bus 142, particularly for the double-clocked or
quad-clocked data and address signals. However, the signal
quality of the single-speed (i.e., the normal bus clock speed)
control signals is more reliable, and the control logic within
the bus interface circuitry 400 that generates the mux 402
select signals 407 is able to observe the single-speed pro-
cessor bus 142 control signals in order to reliably determine
which entity (i.e., core 0 306 A, core 1 306B, or the chipset
144) is driving the processor bus 142.

Quad-Core Embodiment

Referring now to FIG. 5, a block diagram illustrating a
system 500 that includes a conventional dual-core micro-
processor package 502 is shown. The system 500 is similar
to the system of FIG. 3; however, the single-die 504 dual-
core microprocessor 502 of FIG. 5 is different from the
single-die 304 dual-core microprocessor 302 of FIG. 3 in
that it only includes a single physical pad 108A for each
corresponding pin 112 of the processor bus 142. That is, the
two cores 506A and 506B of the dual-core microprocessor
502 of FIG. 5 share a set of physical pads 108A, rather than
each having their own set of physical pads 108A and 108B
like the dual-core microprocessor 302 of FIG. 3. Accord-
ingly, cores 506A and 5068 are referred to herein as twin
cores, and collectively as a twin core pair. The single-die 504
dual-core microprocessor 502 of FIG. 5 may include a cache
memory that is shared by the two cores 506.

Referring now to FIG. 6, a block diagram illustrating bus
interface circuitry 600 of the conventional dual-core micro-
processor 502 of FIG. 5 is shown. The bus interface circuitry
600 includes a physical pad 108 A coupled to a pin 112 of the
external processor bus 142. The physical pad 108A is also
coupled to signal 208 which is coupled to the drain of
transistor 204 whose source is coupled to ground. The
transistor 204 is configured to receive on its gate input an
output 601 of a two-input OR gate 603. The OR gate 603
receives on its respective inputs signal 206A from core 0
106 A and signal 206B from core 1 106B. When core 0 106 A
drives the processor bus 142, core 1 106B generates a false
value on signal 206B so that core 0 106A can control the
output 601 of the OR gate 603, transistor 204, and the output
value on the pin 112 and processor bus 142; conversely,
when core 1 106B drives the processor bus 142, core 0 106 A
generates a false value on signal 206A so that core 1 106B
can control the output 601 of the OR gate 603, transistor
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204, and the output value on the pin 112 and processor bus
142. Each of the output signals 206 A and 206B may be a
data signal, an address signal, or a control signal for pro-
viding a value to be driven onto a corresponding signal of
the processor bus 142 via signal 208 and physical pad 108A.
Thus, although FIG. 6 only shows the arrangement for a
single signal of the processor bus 142, the elements shown
in FIG. 6 exist for each signal of the processor bus 142.

The bus interface circuitry 600 also includes a 2-input
mux 602. The mux 602 receives signal 208 on its input
denoted input 0 and receives signal 601 on its input denoted
input 1. The output of the mux 602 is provided as an input
signal 205A to core 0 106A and as an input signal 205B to
core 1 106B. The input signals 205A/205B may be a data
signal, an address signal, or a control signal corresponding
to a signal of the processor bus 142. The input signals
205A/205B may convey a value from another processing
entity of the system 500, namely from the chipset 144, via
physical pad 108A and signal 208. Additionally, the input
signals 205A/205B may convey a value from core 1 106B
via OR gate 603 and signal 601, or from core 0 106A itself
via OR gate 603 and signal 601 for functions such as
snooping its own cache memories. A select signal 207A
controls mux 602 to select its inputs to provide on output
205A as indicated in Table 5 below.

TABLE 5

entity driving

processor bus input selected

chipset 0 (signal 208 from external processor bus 142)
core 0 1 (signal 601 from native twin core pair core 0)
core 1 1 (signal 601 from native twin core pair core 1)

Referring now to FIG. 7, a block diagram illustrating a
system 700 that includes a quad-core microprocessor pack-
age 702 according to the present invention is shown. The
system 700 includes a chipset 144 and processor bus 142
similar to those of FIG. 1. The system 700 also includes the
quad-core microprocessor package 702 coupled to the chip-
set 144 by the processor bus 142. The quad-core micropro-
cessor 702 includes four processing cores referred to col-
lectively as cores 706 and generically as core 706 and
individually as core 0 706 A, core 1 7068, core 2 706C, and
core 3 706D.

Core 0 706A and core 1 706B form a twin core pair that
is similar to the twin core pair formed by core 0 506A and
core 1 506B; in particular, core 0 706A and core 1 706B
share a set of physical pads 108A that are coupled to
corresponding processor bus 142 pins 112 via substrate
traces. Likewise, core 2 706C and core 3 706D also form a
twin core pair; in particular, core 2 706C and core 3 706D
share a set of physical pads 108B that are coupled to
corresponding processor bus 142 pins 112 via substrate
traces. The four cores 706 of the quad-core microprocessor
702 all reside on a single die 704, as shown.

The manufacturer of the quad-core microprocessor 702 of
FIG. 7 manufactures a matrix of the dies 704 upon a
semiconductor wafer and dices, or cuts, the dies 704 into
single physical entities. In one embodiment, the single-die
704 quad-core microprocessor 702 of FIG. 7 is designed and
manufactured as described in CNTR.2528. That is, the
manufacturer designs a first reticle set used to print a set of
dual-core dies (such as the dual-core dies 504 of FIG. 5). The
first reticle set defines scribe lines to separate the dual-core
dies, and the scribe lines and collectively define a seal ring
that surrounds each dual-core die. The manufacturer then

20

25

30

35

40

45

10

modifies less than all the reticles of the first reticle set to
produce a second reticle set that can be used to print a set of
quad-core dies (such as the quad-core die 704 of FIG. 7) by
replacing at least one scribe line of the first reticle set with
the bypass bus 709. The bypass bus 709 comprises inter-core
communication wires that connect two physically adjacent
twin core pairs or dual-core sets on the wafer that were
previously designed to be separated by the scribe line. But
the scribe line was removed, and the reticle set modified to
define the bypass bus 709, to enable the four cores to
communicate thereby during operation. The manufacturer
then manufactures the wafer using the second reticle set and
cuts the quad-core dies 704 along the remaining scribe lines
to produce the quad-core dies 704.

Because the twin core pair formed by cores 0 and 1 is
connected by bypass bus 709 to the twin core pairs formed
by cores 2 and 3, the twin core pair formed by cores 0 and
1 is described herein as “complementary” to the twin core
pairs formed by cores 2 and 3. The bypass bus 709 is not
connected to the physical pads 108; hence, it does not carry
signals off the quad-core die 704.

Referring now to FIG. 8, a block diagram illustrating bus
interface circuitry 800 of the quad-core microprocessor 702
of FIG. 7 according to the present invention is shown. The
bus interface circuitry 800 (of FIG. 8) of the single die 704
is modified relative to the bus interface circuitry 600 of FIG.
6 to accommodate the bypass bus 709 and provide improved
signal quality with respect to the processor bus 142 signals.

The bus interface circuitry 800 of FIG. 8 is similar in
many aspects to the bus interface circuitry 600 of FIG. 6, and
in other aspects to the bus interface circuitry 400 of FIG. 4,
with like numbering used where appropriate. The following
differences are described here. The OR gate 603 of FIG. 6
is referred to as OR gate 603A; and signal 601 is referred to
as 601A. The signal 208 of FIG. 6 is referred to as 208A (as
shown in FIG. 4). The transistor 204 of FIG. 6 is referred to
as 204A (as shown in FIG. 4). Moreover, the 2-input mux
602 of FIG. 6 is replaced with a 3-input mux 802A, like the
3-input mux 402A of FIG. 4. Consistent with FIG. 4, the
third input of mux 802A is denoted input 2 and is coupled
to receive a bypass bus signal 709A that is coupled to a
signal 601B, which serves the same function as signal 601A
but with respect to core 2 706C and core 3 706D, as
discussed below. The select input to mux 802A is denoted
807 A and operates to cause mux 802A to select its inputs as
indicated in Table 6 below.

TABLE 6

entity driving

processor bus  input selected

chipset 0 (signal 208A from external processor bus 142)

core 0 or core 1 1 (signal 601A from driving core O or core 1 of native
twin core pair)

core 2 or core 3 2 (bypass bus signal 709A from driving core 2 or core 3
of complementary twin core pair)

The bus interface circuitry 800 of FIG. 8 also includes for
core 2 706C and core 3 706D essentially a mirror copy of the
bus interface circuitry just described above for core 0 706 A
and core 1 706B. That is, for core 2 706C and core 3 706D,
the bus interface circuitry 800 includes a physical pad 108B
coupled to a pin 112 of the external processor bus 142. The
physical pad 108B is also coupled to signal 208B which is
coupled to the drain of transistor 204B whose source is
coupled to ground. The transistor 204B is configured to
receive on its gate input an output 601B of a two-input OR
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gate 603B. The OR gate 603B receives on its respective
inputs signal 206C from core 2 706C and signal 206D from
core 3 706D, which are similar to corresponding signals
206A and 206B of core 0 706A and core 1 706B. The bus
interface circuitry 800 also includes a 3-input mux 802B that
receives signal 208B on its input denoted input 0, receives
signal 601B on its input denoted input 1, and receives bypass
bus signal 709B on its input denoted input 2. Bypass bus
signal 709B is coupled to signal 601A. The select input to
mux 802B is denoted 807B and operates to cause mux 802B
to select its inputs as indicated in Table 7 below.

TABLE 7

entity driving

processor bus  input selected

chipset 0 (signal 208 A from external processor bus 142)

core 0 or core 1 2 (bypass bus signal 709B from driving core O or core 1
of complementary twin core pair)

core 2 or core 3 1 (signal 601B from driving core 2 or core 3 of native
twin core pair)

The output of mux 802B is provided as an input signal
205A to core 2 706C and as an input signal 205D to core 3
706D. Input signals 205C and 205D are similar to corre-
sponding signals 205A and 205B of core 0 706 A and core 1
706B.

As may be observed from FIG. 8, advantageously, when
core 0 306A or core 1 706B drives the processor bus 142,
core 2 706C or core 3 706D may observe the values driven
by core 0 306A or core 1 7068 directly from the internal
bypass bus 709B rather than from the external processor bus
142 via signal 208B, which has much poorer signal quality
than the internal bypass bus signals 709B; and, when core 2
706C or core 3 706D drives the processor bus 142, core 0
306A or core 1 706B may observe the values driven by core
2 706C or core 3 706D directly from the internal bypass bus
709A rather than from the external processor bus 142 via
signal 208 A, which has much poorer signal quality than the
internal bypass bus signals 709A.

It should be understood that when the term “signal” is
used herein to refer to a circuit element, the term is used to
refer to a wire over which a digital electrical signal may be
conveyed.

Although dual-core and quad-core embodiments have
been described that include an internal bypass bus to
improve the signal quality with respect to processor bus
signals, other embodiments are contemplated in which the
multi-core microprocessor includes more than 4 cores, such
as 6-core or 8-core embodiments.

Moreover, while embodiments have been described in
which inter-core communication lines are provided from
each core or twin core pair output ultimately coupled to the
processor bus and a corresponding core or twin core pair
input of a complementary core or twin core pair, and in both
directions, other embodiments are contemplated in which
inter-core communication lines are provided only from one
core or twin core pair to the other, but not vice versa. Also,
other embodiments are contemplated in which inter-core
communication lines are provided only for select processor
bus inputs and outputs.

It will be understood that while all of the inter-core
communication wires depicted herein are collectively
referred to as a “bypass bus,” each set of inter-core com-
munication wires going from one core or twin core pair to
the other may be characterized as a distinguishable “bypass
bus.” Moreover, a collection of two or more such discretely

10

15

20

25

30

35

40

45

50

55

60

65

12

characterized sets, including the combination of a set going
in one direction (from a first core to a second core) with a
set going in the opposite direction (e.g., from the second
core to the first core), may be characterized either in the
singular as a “bypass bus” or in the plural as “bypass buses.”

While various embodiments of the present invention have
been described herein, it should be understood that they have
been presented by way of example, and not limitation. It will
be apparent to persons skilled in the relevant computer arts
that various changes in form and detail can be made therein
without departing from the scope of the invention. For
example, software can enable, for example, the function,
fabrication, modeling, simulation, description and/or testing
of the apparatus and methods described herein. This can be
accomplished through the use of general programming lan-
guages (e.g., C, C++), hardware description languages
(HDL) including Verilog HDL, VHDL, and so on, or other
available programs. Such software can be disposed in any
known computer usable medium such as magnetic tape,
semiconductor, magnetic disk, or optical disc (e.g., CD-
ROM, DVD-ROM, etc.), a network, wire line, wireless or
other communications medium. Embodiments of the appa-
ratus and method described herein may be included in a
semiconductor intellectual property core, such as a micro-
processor core (e.g., embodied, or specified, in a HDL) and
transformed to hardware in the production of integrated
circuits. Additionally, the apparatus and methods described
herein may be embodied as a combination of hardware and
software. Thus, the present invention should not be limited
by any of the exemplary embodiments described herein, but
should be defined only in accordance with the following
claims and their equivalents. Specifically, the present inven-
tion may be implemented within a microprocessor device
which may be used in a general purpose computer. Finally,
those skilled in the art should appreciate that they can readily
use the disclosed conception and specific embodiments as a
basis for designing or modifying other structures for carry-
ing out the same purposes of the present invention without
departing from the scope of the invention as defined by the
appended claims.

I claim:

1. A microprocessor, comprising:

a plurality of physical pins for coupling the microproces-
sor to a bidirectional processor bus coupled to a chipset,
the processor bus comprising data and address lines;

a die having a plurality of processing cores, each core
having a bus interface coupling respective inputs and
outputs of the core to corresponding bidirectional lines
of the processor bus; and

a bypass bus on the die that enables at least first and
second complementary cores of the die to bypass the
processor bus in order to communicate directly with
each other, the bypass bus providing bus lines corre-
sponding to all of the data and address lines of the
processor bus;

wherein the bypass bus does not carry signals off the die,
drive signals on the processor bus to the chipset, or
receive chipset-driven signals from the processor bus;

wherein when the first core drives values on the processor
bus to the chipset, the bus interface of the second core
causes the second core to observe the values driven by
the first core directly from the bypass bus rather than
from the processor bus; and

wherein when the second core drives values on the
processor bus to the chipset, the bus interface of the
first core causes the first core to observe the values
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driven by the second core directly from the bypass bus
rather than from the processor bus.

2. The microprocessor of claim 1, wherein the bypass bus
comprises wire nets disposed on the die and configured to
convey a plurality of output signals from the first core to
corresponding inputs of the second core, and a plurality of
output signals from the second core to corresponding inputs
of the first core.

3. The microprocessor of claim 2, wherein for each
processor bus line of a plurality of processor bus lines to
which the first and second cores are coupled, corresponding
bus bypass lines are provided to connect the first and second
cores together.

4. The microprocessor of claim 3, wherein for each
processor bus line of the plurality of processor bus lines
coupled to the first and second cores, a corresponding first
unidirectional bypass bus line is provided going from the
first core to the second core, and a corresponding second
unidirectional bypass line is provided going from the second
core to the first core.

5. The microprocessor of claim 1, wherein each bypass
bus line has input and output ends coupled to corresponding
bus interface logic of the first and second cores.

6. The microprocessor of claim 5, wherein, for each
processor bus line of a plurality of processor bus lines
coupled to the first and second cores, the core provides bus
interface logic that receives, as a respective input, an output
of a bus line interface multiplexer that receives, among the
multiplexer’s selectable inputs, the processor bus line and an
output end of a corresponding bypass bus line from the
complementary core.

7. The microprocessor of claim 6, wherein the bus line
interface multiplexer receives a control input corresponding
to whether the chipset, or a complementary core, is driving
the processor bus.

8. The microprocessor of claim 7, wherein the core
providing the bus line interface multiplexer is:

operable to detect, through analysis of signals on the
processor bus, whether the chipset, or a complementary
core, is driving the processor bus; and

configured to provide a corresponding control input to its
bus line interface multiplexers.

9. The microprocessor of claim 6, wherein, for each
processor bus line of a plurality of processor bus lines
coupled to the first and second cores, the bus interface logic
also comprises a bus line interface transistor for driving a
core signal onto a processor bus line, wherein an input end
of a corresponding bypass bus line is coupled directly to a
core-driven output signal line gating the bus line interface
transistor.

10. The microprocessor of claim 5, wherein each bypass
bus line has input and output ends and is connected, on its
input end, to the gate of a corresponding bus line interface
transistor of one of the first and second cores, and on its
output end, to an input of a corresponding bus line interface
multiplexer of the other of the first and second cores.

11. A microprocessor, comprising:

a die having at least two cores and at least two sets of
physical input/output landing pads, pairs of corre-
sponding ones of said sets of landing pads coupling the
microprocessor to a bidirectional processor bus
coupled to a chipset, the processor bus comprising data
and address lines;

bus interfaces coupling respective inputs and outputs of
each core to corresponding physical input/output land-
ing pads of the die; and
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aa bypass bus on the die that enables at least first and
second complementary sets of die cores to bypass the
processor bus in order to communicate directly with
each other, the bypass bus providing bus lines corre-
sponding to all of the data and address lines of the
processor bus;
wherein the bypass bus does not carry signals off the die,
drive signals on the processor bus to the chipset, or
receive chipset-driven signals from the processor bus;

wherein when the first set of die cores drives values on the
processor bus to the chipset, the bus interfaces cause
the second set of die cores to observe the values driven
by the first set of die cores directly from the bypass bus
rather than from the processor bus; and

wherein when the second set of die cores drives values on

the processor bus to the chipset, the bus interfaces
cause the first set of die cores to observe the values
driven by the second set of die cores directly from the
bypass bus rather than from the processor bus.

12. The microprocessor of claim 11, wherein each of the
first and second complementary sets of die cores comprise a
pair of twin cores that share a corresponding set of physical
input/output landing pads of the die.

13. The microprocessor of claim 12, wherein for each
processor bus line of a plurality of processor bus lines to
which the first and second complementary sets of cores are
coupled, corresponding bus bypass lines are provided to
connect the first and second complementary sets of cores
together.

14. The microprocessor of claim 13, wherein for each
processor bus line of the plurality of processor bus lines
coupled to the complementary sets of first and second cores,
a corresponding first unidirectional bypass bus line is pro-
vided going from the first complementary set to the second
complementary set, and a corresponding second unidirec-
tional bypass line is provided going from the second
complementary set to the first complementary set.

15. The microprocessor of claim 11, wherein each bypass
bus line has input and output ends coupled to corresponding
bus interface logic of the first and second complementary
sets of cores.

16. The microprocessor of claim 15, wherein, for each
processor bus line of a plurality of processor bus lines
coupled to corresponding sets of first and second cores, the
cores of the corresponding set provides bus interface logic
that receives, as a respective input, an output of a bus line
interface multiplexer that receives, among the multiplexer’s
selectable inputs, the processor bus line and an output end of
a corresponding bypass bus line from the complementary
core.

17. The microprocessor of claim 16, wherein the bus line
interface multiplexer receives a control input corresponding
to whether the chipset, or a core of a complementary set of
cores, is driving the processor bus.

18. The microprocessor of claim 17, wherein one of the
cores of the set of cores providing the bus line interface
multiplexer is:

operable to detect, through analysis of signals on the

processor bus, whether the chipset, or a core of a
complementary set of cores, is driving the processor
bus; and

configured to provide a corresponding control input to its

bus line interface multiplexers.

19. The microprocessor of claim 16, wherein, for each
processor bus line of a plurality of processor bus lines
coupled to the first and second complementary sets of cores,
the bus interface logic also comprises a bus line interface
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transistor for driving a core signal onto a processor bus line,
wherein an input end of a corresponding bypass bus line is
coupled directly to a core-driven output signal line gating
the bus line interface transistor, wherein the core-driven
output signal line is a Boolean OR of output signal lines of
the cores of corresponding complimentary set of cores.

20. The microprocessor of claim 15, wherein each bypass
bus line has input and output ends and is connected, on its
input end, to the gate of a corresponding bus line interface
transistor of one of the complementary sets of cores, and on
its output end, to an input of a corresponding bus line
interface multiplexer of the other of complementary sets of
cores.

21. A method of inter-core communication among cores
of a multi-core die, the method comprising:

receiving, on a bus interface of a core, both signals from

a processor bus connecting the multi-core die to a
chipset and signals from a corresponding bypass bus
connecting the core to a complementary, bypass-bus-
connected core of the multi-core die, wherein the
bypass bus does not carry signals off the die, drive
signals on the processor bus to the chipset, or receive
chipset-driven signals from the processor bus, and
wherein the processor bus comprises data and address
lines and the bypass bus provides bus lines correspond-
ing to all of the data and address lines of the processor
bus;

detecting whether the processor bus is being driven by the

chipset or the complementary core; and
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if the processor bus is being driven by the complementary
core, causing the bus interface to select signals from the
bypass bus instead of signals from the processor bus to
drive corresponding core inputs.

22. A method of inter-core communication among cores

of a multi-core die, the method comprising:

receiving, on a bus interface shared by a set of twin cores
of the die, both a first set of signals from a processor
bus connecting the multi-core die to a chipset and a
second set of signals from a corresponding bypass bus
connecting the set of twin cores to a complementary,
bypass-bus-connected set of twin cores of the multi-
core die, wherein the first and second sets of signals
represent the same values, wherein the bypass bus does
not carry the second set of signals off the die, drive the
second set of signals on the processor bus to the
chipset, or receive chipset-driven signals from the
processor bus, and wherein the processor bus com-
prises data and address lines and the bypass bus pro-
vides bus lines corresponding to all of the data and
address lines of the processor bus;

detecting whether the processor bus is being driven by the
chipset or a core of the complementary set of twin
cores; and

if the processor bus is being driven by a core of the
complementary set of twin cores, causing the bus
interface to select the second set of signals from the
bypass bus instead of the first set of signals from the
processor bus to drive corresponding core inputs.
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